" BINOMIAL DISTRIBUTION
Conlider an experiment (onfisring of
M (ndependent "frials", cack of which
has 2 possible ouFcomes:
B9 & Series of n coiv flips: Hor T
oo dice OIS 3 6 or Mot- b
Students taking a test : Pass /Fail

Molecules of a gas Inside/outsiole
fame volume ¥ Within & vesSel,

The binomiat odistri pution gives the
probabitity of R “Suecestes™ (N trials,

EXAMPLE L * # of heads u 3 Coiv fosltes

Oulcomes dtheads, e Pr
TrT 0 &)’
TTH, THT, KT i 3x(4)%(3)
THH, WTH, HWT 2 In(3)x(4)?
AU 3 @y
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[BiNeMIAL DIST, CoNTINUED]

EXAMPLE 2 | # of §IXes m 2 aice roVis

outtomes ol Sives, k P
XX 0 &
6X, X b l 2n{xd
66 2 ().

GENGRAL CASE : Eoch trial has probabitiny
P oF "Suceess" and 4 (= 1=p] of
“ailure',  One possiblity It that we
have [ §uccesses fottowed by (n-k)
failures, with prob. papx--px qu..q

yp——
ik times ek times
But the Succeftes awel faiturer towlel

oceur (n Any one of _M! "
" f h!(«-n!’(“)ms’

o the total probabinhy of k Successer
will be

o= (k) p"e"
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[BiNoMIAL DISTRIBUTION, conT.]
n ExamPLE L, =3 wmd p=q=1.
Then, for example, P, = (i)a({)‘x(é) .—.%,

In EXAMPLE 2, W=2 and p={)q=$

: P. = (%)K%!% 3-:—;.

CHECKC & AT always for a probakitiy
ditterbation, the probabinties muse

add up v 1.
EP.. = 2 (h)P ‘l-'-k
k=0
= (\H"\-)
=1 [tince peg = 1]
We often need to know the expected

[Mean] number of fuccesses <k> ond
the Varianee @2 =var(k) =<cki>-<kr?

' MEAN OF BINOMIAL DIST. :

[BiNoMIAL PHEOREM]

Expect thit 0 he NP, as the relative
frequency of fuccess m repeated Smgle
triats is p.

n
CHECK: <R> = 2 k Py
= 2 l‘(g)? ia-k
_ k
= f» k,,( ) kX »
where x=-€
gut kx* = y.,‘_' (K")
= d k I”’i‘
= <k> 'Lv"“m( ) x
= d " BivoMmiAL
‘L 3 x‘x+” THEOREM

= "% n(x+ )™
n.P. P L}
=4z (g

= p.n(pta)”

np (Sin prg. =1)




VARIANCE OF BiINoMIAL DIST. :

We follow the Same approach that
we wsed with the Poisron AiTtribution,
., lovk af
Ck(k-1)> = <k'> = <k>
= LV: + <k>t] — <k>,

Detorils :
<k(k=1)> = i ktk=0 (3 ) p* "
- (“) k(k")x
s st
x4 d* x*
ox*
= “X M) xk
Vvxid, k'o( )
- qj‘ x% . n(n-1) (x—ru)”"’
= p*on(amn) (p+a )"
= ‘Mﬂ-ulo"
Hence

o = n(n-up? - k> 4 ¢k>

= (ntpt=npt) — n'pt + np
= n(p-p?) = Mp4..

[ME AN & VARIANCE, LoNTD]

SUMMARY: <k> = wp

q-'} = npe

NoPe thoat meen | proportionel o
n and the "width" of the arerribution

G o Varies of YR So that “fractionel

width' 6 /<k> ¢ »J._W decrcases with

’

increasing n : the binomiel distribution
hecomes [relativaly] Sharply peoked
ahout 1S mean,

For lorge 0, P con be Opproximaoted
by & GAUSSIAN mmwu‘nm oF meon
np end 5.d. (mpa)',

[Proof is Simitar tu lovge A limit of
Poittom, bt SHirling’s approx, ujed
for each of the factom'els i

the binomial coefpicients "0 g
k! (a-k)!




EXAMPLE 3 : Each of the 3 1ifts in the
Schuster (ab may fail with probabitity
04 om & Qiven oday, Calculate :

(0) the probabitity that only one
WEt (S working all day;

(h) the probebitity that ab least one
LiEy fai1g;
(¢) the Meon number of failed (0§45,
SoLUTION: n=3, p= 01, 4.5 04

— 3
(@) P =(3)p"¢

= 3x0('x6.9 = 0-01}
(b) P.*P;‘?P, ==k

= |- (09)} = 023

(¢) mp = 3x01 =03




